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The original goals of the Semantic Web [2] – and in some degree also those of its “younger
cousin” Linked Data [3] – are to provide novel solutions for the integration and interoper-
ability of systems, and to move towards a situation where more information work can be
automated. These solutions are well understood “in the small”, as we can relatively easily
define and expose the semantics of any system of limited scope, but larger-scale integration
still eludes us. This is due to the fact that ultimately reconciling the semantic differences
of many individual systems at the level of data is destined to suffer from issues of achieving
consistent global agreements (and as such we are dealing not only with technical issues, but
also – and perhaps more importantly – with social and organizational challenges).

This leads us to an “existential crisis” of the Semantic Web that derives from the angst
of trying to integrate everything at the data level. The plurality of ontologies drives the
impossibility of mapping all these together to produce a single, coherent and consistent
“global ontology”. After all, ontologies are sets of arbitrarily defined terms used for some
form of reasoning and for some specific purpose (not to mention the various kinds of rea-
soning over ontologies as dictated by the different description logics ALC, ALCH, ALCHI,
SHOIQ(D), etc.).

More recently, cloud computing has emerged as a new paradigm1 of distributed information
systems, and brings with it a host of interesting interoperability challenges [4], many of
which can be seen as directly related to data semantics.

Our proposal, therefore, is to look at the problem of integration at a higher level, at the
level of entire systems and information flows between these. For example, Seligman and
Barwise [1] provide frameworks for describing information flow and the integration of these
flows. In particular, the ideas of local logics from their theory of information flow provide
us with the required structure to understand how we may better look at and define the
“macroscopic structure” of the Semantic Web [14].

1Whether cloud computing really is a new paradigm is of course debatable.
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We have through experience noticed and constructed a “hierarchy of information scales”.2

Individual, “small” pieces of information can be easily circumscribed and made internally
self-consistent with regard to their content and semantics [13], e.g., dates, times, addresses,
names. Mapping between these structures is relatively straightforward with the ability to
preserve semantics over the mapping and, additionally, to preserve the ability to consis-
tently map back and forth as well as compose mappings together: we call this the principle
of bijections and transitivity of semantic mapping.

As these smaller structures get embedded in larger structures, say, calendar entries, the
structure as a whole becomes more difficult to map to other comparable structures. While
individual elements of a calendar entry can be successfully mapped to another ontology, the
information contained in the structure as a whole is often partially lost.3 Such mappings
are over subsets of the source information, and as consequences of this

• some source information is not mapped,

• the interpretation by the receiver is a subset of the interpretation of the sender,

• the interpretation of some information by the receiver may not be compatible with
the original interpretation.

As mappings at this level are composed we see repeated “subsetting” of information as
well as corruption (and subsetting) of the original, intended semantics. Certainly it can be
seen that as soon as subsetting of information occurs then forming bijections between sets
of information becomes impossible. Additionally, under some circumstances, transitivity
is also lost.

As users become more accustomed to creating their own corpora of information, we soon
see a third level of hierarchy forming. Often at this level, a particular user will spread their
information over many systems (e.g., Nokia Ovi, Facebook, Google+) with the effect that
their particular interpretation is consistent, but interpretation by other users (biological or
artificial) in constituent systems is different. This leads neatly to the next level of hierarchy:
Within larger systems such as social network providers we have consistent information but
at a larger scale of information chunking. Currently this appears to be the highest level
of granularity, though a higher level may again be forming based on national or cultural
interpretations [8]; this is under investigation.

Given that we can identify a number of levels of information hierarchy we also see that each
level has looser mapping properties such as preservation of information consistency and se-
mantics. In our experience it is not clear whether this is because the difficulty of mapping
and preserving properties such as bijection and transitivity are hard (in the mathematical

2Much like the ‘clumping’ of structures that has been observed in cosmology [7, p.71].
3We note that commendable work has been undertaken over several years in the area of ontology mapping

[5]; without this work much of the promise of the Semantic Web would be an even more distant goal.
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sense) or whether this is because of the human construction of such mappings. Our expe-
rience suggests the former, and work is progressing on understanding the ramifications of
not being able to preserve certain properties over said mappings.

An alternative formulation of this is to construct deeper levels of semantics (meta-, meta-
meta-, etc. semantics) and construct the mappings there. Indeed this takes its inspiration
from linguistic semantics which appears to provide a natural mechanism for encoding these
relationships, and as we progress through our semantic hierarchy, we witness the breaking
or deconstruction of the relationships and properties between the lower-levels in the afore-
mentioned semantic hierarchy. As the discussion in [1] shows, as well as other work on
the relationship between representation and semantics has shown [11, 12], this will be
difficult.

At the time of writing, we cannot offer a fully thought out solution but rather the framework
and concepts in which we are formulating our work and ideas. Our earlier work on applying
Semantic Web to information spaces [9, 10, 6] does suggest, however, that a macroscopic
metastructure over “semantic systems” (with individual, different semantics) is a promising
direction and one that does appear to successfully capture what we are seeing in our work
(and particularly the concrete implementations of that work).

It is our belief that the current Web architecture and W3C’s “arsenal” of technology
specifications offers an excellent starting point to pursue a practical solution in the broader
context of cloud computing. Specifically, the current set of Semantic Web specifications
(RDF, OWL, SPARQL, GRDDL and RIF) should be considered as indispensable building
blocks for the next generation of integrated information architectures.

Our contribution supporting this, as we have attempted to outline here, is to place and
possibly extend this “arsenal” of technology within a much larger and more formalized
hierarchy and superstructure that clearly explains how these technologies interact and fit
together.
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